Approximation Algorithms

Lecture 3



Evaluation Policy

3 Assignments, one each at the end of Feb, March, April: 15% each
 Attendance and surprise quizzes: 15%
J Endsem: 40%




Last Time

JDual Rounding
JdWeak Duality Theorem
AStrong Duality Theorem

JComplementary Slackness Condition
JPrimal Dual Method




Today

dDual Fitting for Weighted Set Cover

JdRandomized Rounding for Weighted Set Cover

 Basics of probability and analyzing randomized algorithms
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dDual Fitting for Weighted Set Cover

JRandomized Rounding for Weighted Set Cover

 Basics of probability and analyzing randomized algorithms

Problem Definition (Recall)

* Universe U = {eyq, ...e,,}, afamily F = {F;, ... F,,;} of subsets of U

* Set F; has weight w; for all i € [m]

e Qutput a collection of F;’s of minimum total weight whose union is U



Greedy Algorithm (Part of reading exercise)

d] < @
A F; « F forallj € [m]
A whilel is not a set cover Theore.m. T.he greedyoalgorlthm isan H,
approximation for weighted set cover,
1 1
here H, =1+ -+ -+ —is the n-th
1 ¢ « argmin;z-.g W " 2 n
- \L Harmonic number.
Q1 <1U{f}

Q F; « F; \ Fyforallj € [m)]



Greedy Algorithm (Part of reading exercise)

d/ <07
:IF} « F;forallj € [m]
 while ] is not a set cover Theore.m: T.he greedyoalgorlthm isan H,
- approximation for weighted set cover,
1 1,
0 ¢ < arg min where H,, = 1+5+---+g|sthen-th
j:Sj#0@ Harmonic number.
d 1« 1u{f}

d F; <—F;\Fgforal|je Im]

Next: A different analysis for the above algorithm using the dual LP



Dual LP




 Let g denote the maximum cardinality among the sets in F

d Theorem: The greedy algorithm gives an Hg-approximation to the
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 Guarantee strictly better than H,, whenever g < n



 Let g denote the maximum cardinality among the sets in F

d Theorem: The greedy algorithm gives an Hg-approximation to the
weighted set cover.

 Guarantee strictly better than H,, whenever g < n

. Proof of Theorem

. We first construct a dual solution, i.e, set values for y; fori € [n] o e
d Assume that element e; is covered for the first time when set Fj was Cover

added to the cover
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 Let g denote the maximum cardinality among the sets in F

O Theorem: The greedy algorithm gives an Hg-approximation to the
weighted set cover.

 Guarantee strictly better than H,, whenever g < n

. Proof of Theorem

. We first construct a dual solution, i.e, set values for y; fori € [n]

d Assume that element e; is covered for the first time when set Fj was
added to the cover
Wj . 1

—

d Wesety; ¢
Vi [Fj| Hg This is a feasible dual solution!



d Consider set Fj and its dual constraint: y,, . + ¥y, + -+ + Yy, S W;

Jd Elementse,_, ... e, are covered for the first time in different iterations



d Consider set Fj and its dual constraint: y,, . + ¥y, + -+ + Yy, S W;

Jd Elementse,_, ... e, are covered for the first time in different iterations

. Let r denote the overall number of iterations of the greedy algo.

d Let A¢ € F; be elements that got covered for the first time in t-th
iteration

 Let a; be the number of elements in F; that are uncovered at the
beginning of t-th iteration: |A;| = a; — ar4+
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4 Let F, be the set added by the greedy algorithm in t-th iteration
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J Novv,<ng foreach e; € A; by the greedy property e
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d Let F, be the set added by the greedy algorithm in ¢-th iteration

( w1
A Theny; = 5] A

= )L Wi .
d Now, y; —@Hg S i, foreach e; € A; by the greedy property

foreache; € A;
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J We proved that the dual solution is feasible

J Can we say anything about the quality of the solution of the greedy
algorithm based on this dual solution?



J We proved that the dual solution is feasible

J Can we say anything about the quality of the solution of the greedy
algorithm based on this dual solution?
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Randomized Rounding

J Based on a random process determined by an optimal solution of the
primal LP

LP: LN OZ \N£'>(3



Randomized Rounding Algorithm

d Determine an optimal solution {xf} to the primal LP

JE[m]
] <« 0@



Randomized Rounding Algorithm

o0

d Determine an optimal solution {xf} to the primal LP

d] <« @ -
J Foreachj € Im]:. — {ovf each St 6 e

C (s Sowma coﬂ§+cwﬁ
[ Consider a coin wi Headsprobabilityxjf"

JE€|lm]

1 Toss the coin ¢ In n times independently of each other
U If any of the tosses shows up Heads, then I « I U {j}

J Output I as the set cover



Randomized Rounding Algorithm

1 Determine an optimal solution {xf}

d/ <0
. Foreachj € [m]:

JE€|lm]

J Consider a coin with Heads probability x]f"

1 Toss the coin ¢ In n times independently of each other
U If any of the tosses shows up Heads, then I « I U {j}

J Output I as the set cover

to the primal LP

Theorem: The algorithm is
a O(Inn)-approximation
algorithm that produces a
set cover with high
probability



J Whatis the probability that the algorithm outputs a set cover?

J Whatis the probability that a specificelemente € U is not covered?

Need a language to answer these questions concretely!



Brief Intro to Probability

J The probability space associated with a random process is defined by:
— Countable ov even %‘m“*‘rg

J Sample space ) = Set of outcomes of the random process
0 Set F of allowable events; each eventisasubsetof Q —> (L € \F

1 A probability function Pr: F — [0,1] satisfying:
= ForanyeventE, we have Pr[E] € [0,1]

n Pr[Q] 1 &/ (&xgjowe(

» Forany countable sequence of events Eq, E5, ... we have Pr|U;s1 E;| = X.;51 Pr|E;]
A

1 Two events E and F are independent iff Pr[E N F] = Pr[E] - Pr[F]

of &y of



J Whatis the probability that the algorithm outputs a set cover?

J Whatis the probability that a specificelement e € U is not covered?
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d What s the probability that there exists some element e € U thatis not
covered?

1 Union Bound: For a countable sequence of events El, E,, ..

Pr(U;>1 E z Pr(E

=1



d What s the probability that there exists some element e € U thatis not
covered?

1 Union Bound: For a countable sequence of events El, E,, ..

Ujs1 E z Pr(E

=1
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d Whatis the weight of the set system output?

J Need the concept of random variables, which are functions X: Q0 - R
= drscxete Y onnd e Vovra ble

1 Expected value of X, denoted E|X] = }}; i - Pr[X =]

- Linearity of expectations: E[Zij] = Z]-E[Xj]

( Foraconstant ¢ and a random variable X, we have E[cX]| = ¢ - E[X]

J Whatis the expected weight of the set system output?



Y, = 1ifFjisincluded inthe outputandY; = 0 otherwise, forj € [m]
indicatoy TV s
U Weight of set system output Y = 3. ;erm WY

[ Expected weight=E[Y] = Zje[m] w;E[Y;] (Q{ﬂ — O% =N F)

5@@‘ @\C eR Féd ooy
u E[Y]] = 1 Pr[F;isincluded in output] + 0 - Pr[ F; is notincluded in
output] — -



Y, = 1ifFjisincluded inthe outputandY; = 0 otherwise, forj € [m]

OFT
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 Weight of set system output Y = ), ie WY

[ Expected weight = E[Y] = QiemWiETY]] <

u E[Y]] = 1- Pr[F; isincluded in output] + 0 - Pr[ Fj is not included in
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J We want the expected weight, conditioned on the event that the set
system output is a set cover.. ¥

[ Conditional Probability: For two events A and B, we have
Pr[A N B]
Pr[A|B] =
P|B]
1 Conditional Expectation: E|X|B] = »;i - Pr[X = i|B]




J We want the expected weight, conditioned on the event that the set
system output is a set cover..

[ Conditional Probability: For two events A and B, we have
Pr[A N B]
Pr[A|B] =
P|B]
1 Conditional Expectation: E|X|B] = ».;i - Pr[X = i|B]

 Let H be the event that the set system output s a set cover Q‘XC\(D q

\/ c~
E[Y|H] @+E YIH =-E[Y|H] ;-‘;

law of toted eotfec ater = 9:—(;/ 1) <alf(y)=24ngy
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