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Evaluation Policy

� 3 Assignments, one each at the end of Feb, March, April: 15% each
� Attendance and surprise quizzes: 15%
� Endsem: 40%



Last Time

�Dual Rounding 
�Weak Duality Theorem
�Strong Duality Theorem
�Complementary Slackness Condition
�Primal Dual Method



Today

�Dual Fitting for Weighted Set Cover

�Randomized Rounding for Weighted Set Cover

� Basics of probability and analyzing randomized algorithms
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Problem Definition (Recall)
� Universe ܷ ൌ ሼ݁ଵǡ ǥ ݁௡ሽ, a family ܨ ൌ ሼܨଵǡǥܨ௠ሽ of subsets of ܷ
� Set ܨ௜ has weight ݓ௜ for all ݅ א ሾ݉ሿ
� Output a collection of ܨ௜ Ɛ͛�ŽĨ�ŵŝŶŝŵƵŵ�ƚŽƚĂů�ǁĞŝŐŚƚ�ǁŚŽƐĞ�ƵŶŝŽŶ�ŝƐ�ܷ



Greedy Algorithm (Part of reading exercise)

� ܫ ՚ ׎
� ෡ܨ௝ ՚ ௝ܨ for all ݆ א ሾ݉ሿ
�while ܫ is not a set cover

� κ ՚ ������௝ǣ෢ௌೕஷ׎
௪ೕ

ȁ෢ிೕȁ

� ܫ ՚ ܫ ׫ κ
� ෡ܨ௝ ՚ ෡ܨ௝ ך κܨ for all ݆ א ሾ݉ሿ

Theorem: The greedy algorithm is an ܪ௡
approximation for weighted set cover, 
where ܪ௡ ൌ ͳ ൅ ଵ

ଶ
൅ڮ൅ ଵ

௡
is the ݊-th

Harmonic number.
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Next: A different analysis for the above algorithm using the dual LP



Dual LP



� Let ݃ denote the maximum cardinality among the sets in ܨ
� Theorem: The greedy algorithm gives anܪ௚-approximation to the 

weighted set cover.

� Guarantee strictly better than ܪ௡ whenever ݃ ൏ ݊

� Proof of Theorem

�We first construct a dual solution, i.e, set values for ݕ௜ for ݅ א ሾ݊ሿ
� Assume that element ݁௜ is covered for the first time when set ܨ௝ was 

added to the cover 
�We set ݕ௜ ՚

௪ೕ

ȁ෢ிೕȁ
ڄ ଵ
ு೒
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added to the cover 
�We set ݕ௜ ՚
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ȁ෢ிೕȁ
ڄ ଵ
ு೒ This is a feasible dual solution!



� Consider set ܨ௝ and its dual constraint: ݕ௨భ ൅ ௨మݕ ൅ ൅ڮ ௨ೖݕ ൑ ௝ݓ
� Elements ݁௨భ ǡ ǥ ݁௨ೖ are covered for the first time in different iterations

�Let ݎ denote the overall number of iterations of the greedy algo.
� Let �୲ ك ௝ܨ be elements that got covered for the first time in ݐ-th

iteration
� Let ܽ௧ be the number of elements in ܨ௝ that are uncovered at the 

beginning of ݐ-th iteration: ܣ௧ ൌ ܽ௧ െ ܽ௧ାଵ
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� Let ܨ௣ be the set added by the greedy algorithm in ݐ-th iteration

� Then ݕ௜ ൌ
௪೛
෢ி೛

ڄ ଵ
ு೒

for each ݁௜ א ௧ܣ

�Now, ௜ݕ ൌ
௪೛
෢ி೛

ڄ ଵ
ு೒

൑ ௪ೕ

௔೟
ڄ ଵ
ு೒

for each ݁௜ א ௧ܣ by the greedy property
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�We proved that the dual solution is feasible

� Can we say anything about the quality of the solution of the greedy 
algorithm based on this dual solution?
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Randomized Rounding 

� Based on a random process determined by an optimal solution of the 
primal LP



Randomized Rounding Algorithm

�Determine an optimal solution ݔ௝כ ௝אሾ௠ሿ
to the primal LP

� ܫ ՚ ׎
For each ݆ א ሾ݉ሿ:

� Consider a coin with Heads probability ݔ௝כ

� Toss the coin ܿ �� ݊ times independently of each other 
� If any of the tosses shows up Heads, then ܫ ՚ ܫ ׫ ሼ݆ሽ

�Output ܫ as the set cover
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Randomized Rounding Algorithm

�Determine an optimal solution ݔ௝כ ௝אሾ௠ሿ
to the primal LP 

� ܫ ՚ ׎
� For each ݆ א ሾ݉ሿ:

� Consider a coin with Heads probability ݔ௝כ

� Toss the coin ܿ �� ݊ times independently of each other 
� If any of the tosses shows up Heads, then ܫ ՚ ܫ ׫ ሼ݆ሽ

�Output ܫ as the set cover

Theorem: The algorithm is 
a ܱሺ�� ݊ሻ-approximation 
algorithm that produces a 
set cover with high 
probability 



�What is the probability that the algorithm outputs a set cover?
�What is the probability that a specific element ݁ א ܷ is not covered?

Need a language to answer these questions concretely!



Brief Intro to Probability

� The probability space associated with a random process is defined by:

� Sample space ȳ = Set of outcomes of the random process 
� Set ࣠ of allowable events; each event is a subset of ȳ
� A probability function ��ǣ ࣠ ՜ ሾͲǡͳሿ satisfying:

� For any event ܧ, we have �� ܧ א ሾͲǡͳሿ
� �� ȳ ൌ ͳ
� For any countable sequence of events ܧଵǡ �� ଶǡǥwe haveܧ ௜ஹଵ׫ ௜ܧ ൌ σ௜ஹଵ �� ௜ܧ

� Two eventsܧ and ܨ are independent iff�� ܧ ת ܨ ൌ �� ܧ ڄ ��ሾܨሿ



�What is the probability that the algorithm outputs a set cover?
�What is the probability that a specific element ݁ א ܷ is not covered?





�What is the probability that there exists some element ݁ א ܷ that is not 
covered?

�Union Bound: For a countable sequence of events ܧଵǡ ଶǡܧ ǥ
��ሾ׫௜ஹଵ ௜ሿܧ ൑ ෍

௜ஹଵ

��ሾܧ௜ሿ
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�What is the weight of the set system output? 

�Need the concept of random variables, which are functions ܺǣȳ ՜ Թ

� Expected value of ܺ, denoted ܧ ܺ ൌ σ௜ ݅ ڄ ��ሾܺ ൌ ݅ሿ

� Linearity of expectations: ܧ σ௝ ௝ܺ ൌ σ௝ ሾܧ ௝ܺሿ

� For a constant ܿ and a random variable ܺ, we have ܧ ܿܺ ൌ ܿ ڄ ሾܺሿܧ

�What is the expected weight of the set system output? 



� ௝ܻ ൌ ͳ if ܨ௝ is included in the output and �୨ ൌ Ͳ otherwise, for ݆ א ሾ݉ሿ

�Weight of set system output ܻ ൌ σ௝אሾ௠ሿݓ௝ ௝ܻ

� Expected weight = � � ൌ σ௝אሾ௠ሿݓ௝ܧሾ ௝ܻሿ

ܧ� ௝ܻ ൌ ͳ ڄ ��ሾܨ௝ is included in outputሿ + Ͳ ڄ ��ሾ ௝ܨ is not included in 
output]
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�We want the expected weight, conditioned on the event that the set 
ƪǢƪƷĩů�ŻƿƷƟƿƷ�Ŏƪ�þ�ƪĩƷ�ěŻǛĩƢۘ

� Conditional Probability: For two events ܣ and ܤ, we have 

�� ܣ ܤ ൌ
�� ܣ ת ܤ
ܲሾܤሿ

� Conditional Expectation: ܧ ܺ ܤ ൌ σ௜ ݅ ڄ ��ሾܺ ൌ ݅ȁܤሿ

�Let ܪ be the event that the set system output is a set cover

ܧ� ܻ ൌ ܧ ܻ ܪ ڄ �� ܪ ൅ ܧ ܻ ഥܪ ڄ �� ഥܪ ൒ ଵ
ଶ
ڄ ሿܪሾܻȁܧ
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